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Abstract. A possibility to optimize the probabilistic neural network is studied by building an efficient training set. Commonly, the training dataset for a probabilistic neural network is a matrix whose columns represent classes. If every class has only one column, the matrix is called the single class pattern matrix. However, the simple architecture of the probabilistic neural network does not imply that the class pattern must be single. First, the range of values for a class feature can be too wide. Then it is desirable to break it into subranges, each of which will give its own average and thus a few patterns for this class will be formed. Second, a class feature can have a finite number of its values, where every value has the same importance. Then it would be incorrect to calculate an average and use it in the respective single class pattern. Thus, it is studied whether concatenation of pattern matrices into a long pattern matrix is reasonable. In fact, the goal of the research is to ascertain whether it is efficient to build probabilistic neural networks on long pattern matrices. The criterion of the efficiency is performance of the probabilistic neural network, i.e. either its accuracy or percentage of errors. To achieve the goal, performance of the probabilistic neural network is estimated on the case when the class is described by a few class patterns. The probabilistic neural networks are then tested for the two subcases: when objects generated by different class patterns are fed to the input, and when objects are generated by a generalized single class pattern. Eventually, it is ascertained that training probabilistic neural networks on the single class pattern matrix (obtained either by averaging over the available pattern matrices or just by using one pattern per class) is more efficient when the objects to be classified do not inherit any class pattern numerical properties. On the contrary, when the objects to be classified may have some distinct numerical properties of a few class patterns, then training probabilistic neural networks on long pattern matrices is more efficient ensuring noticeably higher accuracy. The smooth training method appears inefficient in improving the performance.
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Probabilistic neural networks (PNNs) are a very powerful tool for object state classification and diagnostics [1, 2]. They are much faster than multilayer perceptron networks: PNNs are trained extremely fast and they rapidly operate on objects (i.e., classify them). Another merit is that PNNs are relatively insensitive to outliers. The accuracy of PNNs is comparable to that of other feedforward neural networks [1, 3, 4]. As PNNs approach Bayes optimal classification, they can be even more accurate than multilayer perceptron networks. This is especially useful when objects to be classified have up to a few tens of features [4, 5].

Commonly, the training dataset for a PNN is just an $N \times M$ matrix whose columns
represent classes. In fact, this is the pattern matrix in which column \( m \) is composed of the most expected feature values representing class \( m, m = 1, M \). However, the class may have several patterns that can differ even in one feature value. Is making thus the pattern matrix as an average over class patterns optimal? Obviously, it depends on the classification problem and its conditions.

**Background and analysis.** The PNN has a simple architecture. It has two layers between the input and output layers. The weights in the pattern layer are determined by the pattern matrix. Thus, the pattern layer contains one neuron for each case in the training data set. Along with that, the target values are stored also. The Euclidean distance of the test case from the neuron’s center point is computed and then the radial basis function kernel function is applied \([1, 2]\). In the summation layer, the pattern neurons add the values for the class they represent \([2, 6]\). Finally, the output layer compares the weighted scores for each target category accumulated in the pattern layer and the largest score corresponds to the target category predicted by this PNN \([3, 6]\).

This simple architecture does not imply that the class pattern must be single. The reason for this can be described in two cases. First, the range of values for a class feature can be too wide. Then it is desirable to break it into subranges, each of which will give its own average and thus a few patterns for this class will be formed. Second, a class feature can have a finite number of its values, where every value has the same importance. Then it is impossible (at least, it would be incorrect) to calculate an average and use it in the respective single class pattern \([3]\).

Whether it is efficient to use a concatenation of pattern matrices is an open question. The matter is that the criterion of the concatenation is not yet substantiated. On the one hand, wide ranges of input objects to be classified could be handled by the smooth training effective for two-layer perceptrons \([7]\), although it is not yet proved to be effective for PNNs. The smooth training implies building the training set with increasingly noised matrices obtained by adding normal noise to the pattern matrix, where the noise is just a model to generate a wide variety of the class feature values. Then a long pattern matrix is built by concatenating single class pattern matrices, each of which corresponds to a definite noise level. On the other hand, the initial single class pattern matrix (without noise), which is an estimation of the expected pattern matrix, still can be used for training. The case with a few pattern matrices initially given slightly differs from this, but there are also two ways to do: either averaging over the pattern matrices or concatenating them into a long pattern matrix.

**The goal and tasks to achieve it.** The goal of the research is to ascertain whether it is efficient to build PNNs on long pattern matrices. The criterion of the efficiency is performance of the PNN, i.e., either its accuracy or percentage of errors. To achieve the goal, the PNN performance will be studied on the case when the class is described by a few class patterns. The PNNs are to be tested for the two subcases: when objects generated by different class patterns are fed to the input, and when objects are generated by a generalized single class pattern. Additionally, the method of smooth training will be attached for the subcase of the generalized single class pattern. Every result with the long pattern matrix will be compared to the respective result with the single class pattern matrix.

**Different pattern matrices.** Let the single class pattern matrix be an \( N \times M \) matrix

\[
P_0 = \frac{\psi(100 \cdot \Xi(N, M)) + 1}{101},
\]

where \( \Xi(N, M) \) is an \( N \times M \) matrix of pseudorandom numbers drawn from the standard uniform distribution on the open interval \((0; 1)\) and function \( \psi(x) \) returns the integer part of number \( x \) (e.g., see \([8]\)). Consider \( K \) class patterns, each of which is described by an \( N \times M \) matrix \( P_k \):

\[
P_k = P_0 + \sigma \cdot \Theta(N, M) + \sigma_{\text{shift}} \cdot \text{rep}\{\Theta(1, M), N, 1\} \quad \text{for} \quad k = 1, K,
\]
where $\Theta(N, M)$ is an $N \times M$ matrix of pseudorandom numbers drawn from the standard normal distribution (with zero mean and unit variance), $\sigma$ is a standard deviation of the additive variations in initial pattern matrix (1), $\sigma_{\text{shift}}$ is a standard deviation of the shifts in the class patterns, and operator $\text{rep}\{A, n, m\}$ returns a tiled matrix whose rows and columns are of $n$ and $m$ copies of matrix $A$, respectively.

A long pattern matrix $\mathbf{P}$ is formed as a set

$$\mathbf{P} = \{\mathbf{P}_k\}_{k=1}^K$$

(3)

which is factually a matrix built by horizontally concatenating matrices $\mathbf{P}_1, ..., \mathbf{P}_K$. Matrix (3) has the size $N \times (K \cdot M)$. The averaged pattern matrix (the single class pattern matrix) is

$$\bar{\mathbf{P}} = \frac{1}{K} \sum_{k=1}^K \mathbf{P}_k.$$  

(4)

Denote a PNN trained on single class pattern matrix (4) by

$$S_\cdot = \tau(\bar{\mathbf{P}}, \mathbf{I})$$

(5)

with $M \times M$ identity matrix $\mathbf{I}$ and a training operator $\tau$. While training on long pattern matrix (3), a long target matrix

$$\mathbf{T} = \{\mathbf{I}\}_{k=1}^K$$

(6)

is used (again, this is the horizontal concatenation), whereupon a PNN

$$S_{\text{long}} = \tau(\mathbf{P}, \mathbf{T})$$

(7)

is built (see examples of the PNN architecture view in Fig. 1).

Figure 1 – The PNN architecture MATLAB view trained on the single class pattern matrix (the left side) and trained on the long pattern matrix by four class patterns (the right side, $K = 4$) for objects having 7 features by four classes (i.e., here $M = 4$).
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To test the performance of PNNs (5) and (7), 500 test instances are randomly generated. Then the percentage of errors is

$$\gamma(S) = q/(5 \cdot M),$$

(8)

where $S$ is a PNN and $q$ is a total number of misclassifications. Obviously, error percentage (8) depends on the standard deviations in (2) showing how the pattern matrices are formed and it also depends on how test instances are generated. So, let

$$\sigma \in \{0.2, 0.3, 0.4, 0.5\} \quad \text{and} \quad \sigma_{shift} = \sigma/2.$$  

(9)

The standard deviation value, which factually indicates the strength of variations added to the initial pattern matrix, will be varied from 0 to one of the four values in (9) by a step of one tenth of $\sigma$. The test instance is an $N \times M$ matrix

$$P_{test} = P_0 + \sigma \cdot \Theta(N, M) + \sigma_{shift} \cdot \text{rep} \{\Theta(1, M), N, 1\}$$  

(10)

by an integer $k_e$ randomly chosen between 1 and $K$.

Fig. 2 shows error percentage (8) versus $\sigma$ for the examples with only two pattern matrices for the long pattern matrix (square-dotted polylines) and for the averaged pattern matrix (dash-dotted polylines), where the six rows correspond to the following pairs of the number of features and the number of classes:

$$N = 7, \ M = 2,$$

$$N = 7, \ M = 4,$$

$$N = 7, \ M = 8,$$

$$N = 11, \ M = 2,$$

$$N = 11, \ M = 4,$$

$$N = 11, \ M = 8.$$

The averaged polyline for the long pattern matrix is shown as a thicker circle-dotted polyline, and the averaged polyline for the averaged pattern matrix is shown as a thicker dash-dotted polyline. There are five polylines at each $\sigma$ (separately for the long pattern matrix and for the averaged pattern matrix). The examples with $K = 4$ are shown in Figure 3 in the same style. In both example cases, the thick circle-dotted polyline is below the thick dash-dotted polyline. This means that the PNNs trained on the long pattern matrices perform with a lesser inaccuracy.

Another version of the test instance is when an object is generated by a generalized single class pattern, not “adhered” to a pattern like in (10). In this subcase, the test instance is an $N \times M$ matrix

$$P_{test} = P_0 + \sigma \cdot \Theta(N, M) + \sigma_{shift} \cdot \text{rep} \{\Theta(1, M), N, 1\}.$$  

(11)

Note that matrix (11) is formed in the same manner as a pattern matrix by (2). Figure 4 shows error percentage (8) versus $\sigma$ for the examples with only two pattern matrices (using the same styles of the polylines in Fig. 2), where test objects are generated by a generalized single class pattern according to (11). Fig. 5 shows the examples with $K = 4$. Unlike the previous two examples with test instances (10) for $k_e \in \{1, K\}$, the subcase of the generalized single class pattern implying test instances (11) does not show any efficiency in using the long pattern matrix. Indeed, the thick circle-dotted polyline in Fig. 4 and 5 is generally above the thick dash-dotted polyline.
Figure 2 – The percentage of errors versus the strength of variations added to the initial pattern matrix for the examples of test objects generated by two class patterns
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Figure 3 – The percentage of errors versus the strength of variations added to the initial pattern matrix by four class patterns, where a more distinct efficiency of the long pattern matrix is seen.
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Figure 4 – The percentage of errors versus the strength of variations for the examples of test objects generated by a generalized single class pattern at $K = 2$
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Figure 5 – The percentage of errors versus the strength of variations for test objects generated by a generalized single class pattern at $K = 4$ (inefficiency of the long pattern matrix is seen more)
Therefore, it is better to classify test instances (11) by simpler PNNs trained on averaged pattern matrix (4), which is the single class pattern matrix. Some exclusions may occur just as that in row 4 and column 2 (and, particularly, in column 1 of the same row) of Figure 5 corresponding to a binary classification problem of objects having 11 features. However, they are computational (pseudorandom) artifacts rather than a statistically reliable result.

**Smooth training for PNNs.** Consider the possibility to train PNNs to fit classifying test instances (11) by building a long pattern matrix in another way. This is the method of smooth training, which was experimentally proved to be rather effective for two-layer perceptrons [4, 7], at least in classifying objects having not a great number of features or small images. Smooth training implies building a training set as a concatenation (which, later on, is going to be a shuffled mixture of training samples, not arranged as in the concatenation) of a “pure” pattern matrix and a series of “noised” pattern matrices. The strength of the noise added to the pattern matrix is successively increased. In the case of smooth training for PNNs, the long pattern matrix is formed using the “pure” pattern matrix as single class pattern matrix (1) by the following concatenation rule:

\[
P_{\text{smooth}} = \left\{ P_0, \left\{ P_{0,j} \right\}_{j=1}^{F} \right\}
\]  

(12)

with a noised pattern matrix \( P_{0,j} \) at the \( j \)-th level of the noise by \( F \) such levels, where matrix \( P_{0,j} \) is formed similarly to test instances (11), i.e.

\[
P_{0,j} = P_0 + \frac{j}{F} \cdot \sigma \cdot \Theta(N, M) + \frac{j}{F} \cdot \sigma_{\text{shift}} \cdot \text{rep}\{\Theta(1, M), N, 1\} \quad \text{for} \quad j = 1, F.
\]  

(13)

Just as it is in operations (3) and (6), the operation on the right side of (12) is a horizontal concatenation. Obviously, in training on long pattern matrix (12) with noised pattern matrices (13), a long target matrix

\[
T_{\text{smooth}} = \{1\}_{j=1}^{F+1}
\]

(14)

is used (this is the horizontal concatenation), whereupon a PNN

\[
S_{\text{smooth}} = \tau(P_{\text{smooth}}, T_{\text{smooth}})
\]  

(15)

is built. Fig. 6 shows error percentage (8) versus \( \sigma \) for the examples of PNN (15) compared to the error percentage of PNNs

\[
S_0 = \tau(P_0, 1)
\]  

(16)

trained on single class pattern matrix (1). As previously, the error percentage for the long pattern matrix (with eight noise levels) is shown by square-dotted polylines, and the error percentage for the single class pattern matrix is shown by dash-dotted polylines (each of the six rows corresponds to the pairs of the number of features and the number of classes mentioned above). The averaged polylines for the long pattern matrix is presented by a thick circle-dotted polylines, and the averaged polylines for the single class pattern matrix is presented by a thick dash-dotted polyline. It is quite clear that PNNs trained smoothly do not have better performance than “ordinary” PNNs (16) trained without any complications (concatenations). Nevertheless, the advantage of the simpler PNNs here is less significant than that in the case of the averaged pattern matrix (Fig. 4 and 5).
Figure 6 – The percentage of errors versus the strength of variations by smooth training with $F = 8$

**Discussion and conclusions.** The question of efficiently building PNNs on long pattern matrices is openly arguable. On one side, when test objects are generated by a few different class patterns, Fig. 2 and 3 confirm that PNNs trained on long pattern matrices perform a way better.
than PNNs trained on the single class pattern matrix simplified owing to averaging over the available (known) class patterns. On the other side, when generation of test objects does not include any “prints” of the patterns, Fig. 4 and 5 confirm that the simplest PNNs (those which are trained on the single class pattern matrix) perform even slightly better than the PNNs trained on long pattern matrices. Furthermore, the smooth training method appears inefficient in improving the PNN performance for classifying such “pattern-print-less” objects. Inasmuch as it is not always possible to predict the exact type of the object at the PNN input, the training method based on concatenating different pattern matrices cannot be certainly affirmed to be efficient.

Therefore, it is efficient to train PNNs on the single class pattern matrix (obtained either by averaging over the available pattern matrices or just by using one pattern per class) when the objects to be classified do not inherit any class pattern numerical properties. On the contrary, when the objects to be classified may have some distinct numerical properties of a few class patterns, then training PNNs on long pattern matrices is more efficient ensuring noticeably lesser percentage of errors (i.e., a higher accuracy).
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